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An engineering perspective on transcription, translation and their regulation

ABSTRACT

Information coded in DNA is replicated, modified and transmitted from the origins of pro-
tein-based life. Analogies of these processes to information processing, transmission and 

storage in computer systems is straightforward and can be utilized both in analysis of bio-
logical data and in development of biologically based technical systems. Transcription and 
translation processes are regulated by extremely complex regulatory networks, providing 
control of cell growth, cell cycle and cellular responses to stress. As such, they constitute 
engineering control systems exerting their actions at many levels of time scale and spatial 
organization. This work presents an engineering perspective on DNA-related information 
processing and biochemical process control in living cells, followed by a review of two-way 
crosstalk between engineering and biology.

INTRODUCTION

Understanding of information processing by living cells and regulation of in-
tracellular processes is key to recognizing how specific molecular mechanisms 
lead to development of various diseases, responses to treatment at a cellular 
level, and development of efficient treatment procedures. Increasing knowledge 
of nature-created molecular mechanisms unveils more and more analogies to 
technical systems. On the one hand, these analogies facilitate adaptation of en-
gineering approaches to analyze intracellular processes, and, on the other hand, 
they become continuous inspiration for engineers to develop biologically based 
solutions to technical problems.

Transcription and translation processes can clearly be viewed as translation 
procedures from information theory point of view. In that context DNA replica-
tion constitutes information copying, or transmission. In both cases information 
redundancy, error detection and correction, and data access control need to be 
dealt with appropriately, if the information system can be regarded as properly 
designed. Not surprisingly, all these aspects have been addressed by evolution.

Extremely complex regulatory networks governing molecular processes are 
another biological engineering marvel. While the concepts of negative or posi-
tive feedback loops have existed in the field of molecular biology for quite a long 
time, other engineering-related control structures in the form of advanced feed-
forward or hierarchical control have gained wide recognition relatively recently.

The goal of this work is to show aforementioned analogies and thus bring 
closer two distant worlds – molecular biology, in which heterogeneity and large 
uncertainty is the norm, and engineering that expects repeatability, reasonable 
measurement accuracy and structured systems description.

INFORMATION PROCESSING VIEWPOINT

While majority of information theory based approaches in molecular biology 
research is focused on analysis of the content and meaning of sequences, as well 
as their retrieval, this work takes an alternative viewpoint, looking at the cell as 
the information processing system. This allows subsequent utilization of DNA/
RNA/protein systems in new technical applications associated with information 
storage, data compression, data access authorization, retrieval and transmission.

Ambiguity of the nomenclature used is one of the obstacles to overcome in 
multidisciplinary research and applies also to information science and biology. 
The term genetic code itself does not rise any questions, though, and is the most 
natural. Information about amino-acid sequence (for example) in a protein is 
coded in DNA with an alphabet of four symbols, denoting particular nucleo-
tides. However, biochemical translation of mRNA into protein requires a more 
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careful discussion. While one may regard this process to 
be an analogue to translation from the RNA language to 
the protein language, it seems that this process should be 
treated as decoding from information science perspective. 
Additionally, one has to remember that the ribosomes per-
forming this decoding must deal with a highly noisy encod-
ed signal [1]. Moreover, transcription may be viewed as the 
first decoding step, followed by information processing (e.g. 
through alternative splicing) and, if the mature mRNA is 
the end-product of the latter, by the second decoding step 
leading to the amino-acid sequence.

Both DNA and RNA codes belong to the variable-length 
codes family. To be of any use, such code should make it 
possible to define the beginning and the end of a word in the 
code (or information frame, or packet, in the context of in-
formation transmission). There are several ways to achieve 
this, and in the case of genetic information processing the 
solution is based on specific marking of these ends. Tran-
scription, the first decoding, is initiated at the TATA box 
that corresponds to synchronization signal or start code in 
computer science. As far as signaling the end of the coded 
word is concerned, there are several mechanisms employed 
by cells, depending on the cell type. One of these is utili-
zation of a Poly-A sequence marking the end of the gene. 
That corresponds to the stop bit, or end-of-transmission bit 
sequence, etc. Similarly, translation, the second decoding, 
is initiated at the start codon and continued until the stop 
codon is reached.

To retrieve information for subsequent decoding, it 
needs to be properly addressed. Gene promoter regions, 
and, more specifically, the sequences of binding sites play 
the role of addresses in the discussed biological system. An 
intriguing fact that many genes share the same sequences in 
their promoter regions (an interesting analysis can be found 
in [2]) may be interpreted in two ways from the informa-
tion processing viewpoint. First, it represents parallel infor-
mation processing, which requires parallel access to data 
stored in different sites in memory. Second, it may be treat-
ed as broadcast addressing in data transmission, in which 
information (in this case, about the possible need to initiate 
transcription) should reach multiple recipients (not neces-
sarily all, as it is possible to define broadcast groups). In that 
context, information stored in mRNA is always addressed 
in a broadcast manner.

There is another context, in which one may look at access-
ing information stored in DNA in the process of transcrip-
tion. Experimental investigation of transcription initiation 
shows quite a resemblance to data access authorization. Bio-
chemically, it involves cofactors whose binding is needed 
[3] and their interplay with the chromatin [4]. It is only re-
cently that new techniques emerged to facilitate observation 
of DNA accessibility changes through chromatin compac-
tion and phase separation [5].

Another important issue is information compression. 
In computer science, it is achieved through application of 
packing algorithms of various efficiency, producing output 
information coded in a smaller number of bytes, either for 
its storage or transmission. Compression of DNA data does 

not change the length of the sequence but the space it re-
quires, and that is achieved through chromatin organization 
[6], ultimately yielding a similar result. It is worth noting 
that the density of information stored in DNA is twelve 
orders of magnitude higher than the density available in 
electronic memory (1bit per nm3 versus 1 bit per 1012 nm3, 
respectively [7]). However, such direct comparison may be 
misleading, as one should also take into account the envi-
ronment in which DNA has to be immersed and significant 
time needed to retrieve information, as compared with elec-
tronic devices [8].

CONTROL ENGINEERING VIEWPOINT

Cellular homeostasis, responses to stress, cell cycle and 
cell behavior in general are governed by complex regulatory 
networks relying on protein activation, inactivation, degra-
dation, association or dissociation of molecular complex-
es, shuttling of molecules between cellular compartments, 
transcription, translation, etc. Understanding the structure 
and properties of these regulatory networks is necessary 
in search for controlling them, e.g. in a therapeutic context. 
This can be achieved with the support of engineering con-
trol theory and decomposing extremely complex regulatory 
networks into simpler subsystems, sometimes called func-
tional motifs [9], and their subsequent analysis.

Feedback loops are the most often mentioned functional 
motifs of regulatory networks (Fig. 1). Negative feedback 
is based on either molecules inactivation, degradation, or 
active transcription or translation inhibition. The simplest 
negative feedback loop may involve a gene, whose product 
is its own repressor. In turn, in a positive feedback loop, a 
molecule increases its own production or activation, so the 
simplest positive feedback loop would consist of transcrip-

Figure 1. A) A simplified negative feedback control structure; B) a related functio-
nal motif regulating cellular behavior; C) a particular example of autorepression 
in tryptophane (trp) production in E. coli. In technical systems the summing node 
compares the value of the reference signal with the actual system output. In bio-
chemical systems there is no actual comparison based on subtraction, hence the 
summing node is replaced by the repression symbol, but the idea remains the 
same. In trp control system C) the controller is switch-like – if the trp level falls 
below level a, the transcription is switched on, when it reaches high level b, it is 
switched off through binding of the repressor activated by trp to its respective 
operon site.
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tion and translation processes, leading to production of a 
protein that is a transcription factor of its own gene.

However, analogies between biological and engineering 
systems go far beyond a simple feedback loop and involve 
both specific controller type (i.e. the way, in which control 
signal is formed) and more advanced control structures.

First, and arguably the most frequently analyzed type of a 
controller in biological regulatory networks is a switch [10], 
whose technical analogue is referred to as a relay switch 
and whose simplest implementation in the biochemical 
networks can be observed in autorepressor loops (Fig. 1B). 
What is interesting, and so far not explored in this context, is 
that a relay switch with hysteresis might explain apparently 
antagonistic (e.g. pro-apoptotic and anti-apoptotic) actions 
of the same molecular players. Switching control elements 
are crucial in particular in regulatory networks associated 
with cell death or cell cycle checkpoints. Moreover, they can 
be utilized in the search for active drug components that 
should exhibit high specificity for their target and low affin-
ity to other molecular players [11].

Another type of a controller, used in majority of indus-
trial applications is the so-called PID controller, whose pro-
portional (P), Integral (I) and Differential (D) components 
are responsible for taking into account the current situation, 
history of system behavior and future expected behavior 
predicted on the basis of the current trend, respectively (in 
an oversimplified, non-technical explanation). While the ex-
act biochemical equivalents of such controller have not been 
discovered so far, its several variants have been developed 
and tested with synthetic biology techniques: a simple I con-
troller exhibiting robust perfect adaptation in arbitrary in-
tracellular networks with noisy dynamics [12], a two-com-
ponent PI controller [13] or a full PID controller [14].

Both in living cells and in industrial applications simple 
feedback structures are not capable of providing the re-
quired system robustness. When a large process to be con-
trolled consists of a series of smaller processes, in technical 

applications cascade or hierarchical, control is used (there 
is a difference between these two but the general structure 
looks the same in both cases). Two controllers are employed 
there (Fig. 2), one regulating a subprocess, and the other 
controlling the whole system. Such structure is particularly 
useful if one of the subprocesses is significantly slower than 
another, as shown in Fig. 2A, or when it is possible to com-
pensate for disturbances affecting one of the subprocesses. 
In the latter case, the second controller is designed to attenu-
ate the disturbances effects, before these disturbances affect 
the second subprocess.

In biological, intracellular setup, such structure is quite 
common with the easiest examples involving fast subpro-
cesses such as activation or inactivation of proteins and 
complexes and slow subprocesses requiring transcrip-
tion and translation. Regulation of early genes expression, 
whose products are transcription factors for late genes may 
serve as another example, as it is the case with regulation of 
the NFκB system (Fig. 2B). Though the term cascade control 
may be found in some works, such structures are referred to 
as layered feedback [15], multi-level circuits [16] or hierar-
chical control [17].

Another control system structure that can be found both 
in engineering and cellular systems is the feedforward motif. 
It allows to reduce the time lag in system response to either 
changes in the reference signal (level of particular molecules 
desired in a particular situation), or external disturbances, 
introduced by the feedback structure (Fig. 3). Feedforward 
has been reported to be one of the most important network 
motifs that appear in hundreds of signaling networks [18]. 
However, some misconception can be found in some works 
(e.g. [19-21]), where two control mechanisms running in 
parallel (e.g. two alternative pathways activated by the same 
receptor or the same ligand through different receptors) are 
considered to constitute a feedforward structure, while, in 
fact, it is a simple open loop control. While the feedforward 

Figure 2. A) Block diagram of a technical cascade control system; B) Casacade 
control structure regulating the NFκB system response, based on early IκBα (ear-
ly) and A20 (late) genes activation.

Figure 3. A) Feedforward control structure in technical systems; B) feedforward 
control structure in immune response regulation through type I Interferon (IFN). 
In B) immune response is activated by dsRNA in infected cells, leading, among 
others, to production and release of IFN. Binding of this IFN to its respective re-
ceptors in neighboring cells helps to prepare them for incoming infection through 
activation of Interferon Specific Genes (ISGs) thus facilitating their faster response 
to infection.
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is indeed created by alternative pathways, only one of them 
must be additionally closed in a feedback loop, as illustrated 
in Fig. 3A. The feedforward structure depicted in this figure 
is designed for faster compensation of changes in the refer-
ence signal value, which are predetermined, as it is the case 
with the cyclins in the course of the cell cycle [10], or in the 
case inflammation, oxidative stress responses or angiogen-
esis [22] and often involves communication with neighbor-
ing cells (Fig. 3B). What needs to be stressed, is that feedfor-
ward control, yielding faster transient responses, may lead 
to poor system behavior if the changes it was designed to 
cope with have been poorly predicted or the model of their 
effects on the system is inaccurate (in the case of the techni-
cal system). In the case of feedforward regulatory network 
motif, this corresponds to a disrupted pathway (e.g. in the 
case of disease-related mutations) and may potentially have 
fatal consequences [23]. This is particularly evident in inter-
feron dysregulation in viral responses [24], cancer [25], or 
autoimmune diseases [26]. At the same time, that structure 
might be effectively utilized in designing immunotherapy 
[27]. In general, feedback and feedforward control are often 
analyzed in the context of the interferon-based system [28], 
cancer [21], metabolic homeostasis or adaptation [29].

The considerations above clearly indicate similarities 
between cellular mechanisms and control systems, with re-
spect to control structures and type of action of regulatory 
elements. However, in an attempt to employ engineering 
knowledge and experience in analysis of intracellular net-
works one must be aware of two substantial differences. 
First, except for a very few cases, technical systems act in a 
purely deterministic way and therefore their behavior and 
properties can be predicted. Intracellular systems, in turn, 
exhibit stochastic nature and large heterogeneity may be 
observed in cell populations, even if the same type of cells 
is taken into account. Relatively small accuracy of measure-
ments taken in the experiments does not help, either. Fur-
thermore, in multicellular organisms actually a response of 
a single cell is less important than the response of cell pop-
ulation, or tissue. Therefore, analysis of a single cell control 
system without taking into account the higher order of or-
ganization may be misleading.

CROSSTALK BETWEEN BIOLOGY AND ENGINEERING

HOW ENGINEERING CAN HELP IN 
GAINING BIOLOGICAL KNOWLEDGE 
AND ITS PRACTICAL APPLICATION

Different signal transduction pathways are activated 
in the cell as the result of stress conditions or therapeutic 
actions, leading to activation of genes and mechanisms re-
sponsible for survival and adaptation. Regulation of these 
signaling pathways is critical for growth, development and 
response to the treatment of cancer and other human dis-
eases as well as immune system responses to infections. 
Although many pathways determining cellular responses 
have been extensively studied and there is rich literature 
devoted to them, many control mechanisms have not been 
discovered yet and exploiting existing knowledge in devel-
opment of new therapies is very difficult. Efforts to uncover 
the structure of regulatory mechanisms governing intracel-
lular processes and intercellular communication and inter-

actions are hampered by high costs of experiments, uncer-
tainty of measurements and multiple interactions between 
systems under consideration. On the other hand, control 
engineering that tackles similar problems in technical field 
provides plentiful of solutions. Finding analogies between 
these fields should facilitate much faster progress in molec-
ular biology and medicine, supporting analysis of experi-
mental results, in silico analysis of biological hypotheses as 
well as experiment planning This is why employing engi-
neering knowledge and methods becomes more and more 
important in supporting biological research [30], helping to 
investigate unknown mechanisms regulating responses to 
various stress factors, interactions between specific signal-
ing pathways, or phenomena like cellular signal memory 
[31]. Moreover, engineering methods, such as sensitivity 
analysis, may facilitate discovery of molecular targets for 
new drugs [32], a process which requires mathematical 
modeling of regulatory networks, molecular dynamics mod-
eling, artificial intelligence-based tools and IT hardware and 
software infrastructure (Fig. 4). Mathematical modeling of 
dynamical responses of biochemical regulatory networks 
supports experimental work in many ways. Bifurcation 
analysis may explain why experiments that follow the same 

Figure 4. Engineering support in new drug development.

Figure 5. Mathematical modeling support in molecular biology. A) through bi-
furcation analysis it is possible to explain completely different results in seemin-
gly the same experimental setup; B) simulation-based verification of hypotheses 
about unknwn regulatory mechanisms can indicate those worth further experi-
mental validation (Hypothesis 1) as the other does not lead to results observed 
experimentally; C) sensitivity analysis of signaling pathways unveils potential 
drug targets by indicating parameters, unanimously associated with biochemical 
processes and their molecular participants; D) in silico testing of virtual patients 
response to treatment allows to find a protocol exhibiting the highest efficacy.
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procedure may yield qualitatively different effects through 
indicating a parameter, whose even slightest change might 
produce contradictory results (Fig. 5A). In uncovering pre-
viously unknown control mechanisms, regulating cellular 
responses, simulation helps to reject hypotheses that would 
not be able to result in dynamics observed experimentally 
(Fig. 5B) thus saving resources for more promising experi-
ments. Sensitivity analysis, in turn, shows change of which 
parameters yields largest changes in cellular responses 
(Fig. 5C). As each parameter in mathematical model is 
unanimously associated with a single process, and this, in 
turn, with molecular players involved, such investigation 
turns out prospective drug targets. Finally, as mathemati-
cal models can describe responses to treatment in a hetero-
geneous population of patients, in-silico based studies on 
virtual pool of patients serve as a safe tool to test alternative 
treatment protocols (Fig. 5D).

BIOLOGICALLY INSPIRED ENGINEERING SOLUTIONS

The crosstalk between engineering and biology is two-
way. Just as engineering may help in answering biological 
questions, biology becomes inspiration for new technologi-
cal developments in what might be treated as purely engi-
neering area (information storage, information processing 
and computation) as well as in a combination of both in the 
form of a relatively new field of synthetic biology.

In hindsight, information storage seems to be the most 
natural application of biology in engineering. It does not 
make a big difference if information is coded in a binary 
system, with zeroes and ones, or in a nucleotide-based code 
with A,C,G and T symbols (that could be represented by 
00, 01, 10 and 11 anyway). Implementation of DNA-based  
information storage requires proving its ability to perform 
basic operations like writing, reading and storing informa-
tion for some time and providing its reliability through er-
ror detection and correction mechanisms. A lot of research 
has been conducted in this field, proving that data can be 
safely archived in the form of DNA and then retrieved with 
error-correcting codes used for providing reliability of such 
data storage [33,34]. However, in addition to complex error 
correction algorithms, substantial data redundancy is usu-
ally required to maintain data integrity [35]. In order to deal 
with these problems new research is still going on [36], with 
significant breakthroughs [37,38]. Nonetheless, it should be 
noted that this application is meant more for data backup 
than for fast access and temporary data storage. Using still 
images and video films as data sources, it was sown that 
data-carrying chromosome was stable through 100 gener-
ations, thus demonstrating stable replication for multiple 
data retrievals, similar to optical discs, with a potential to be 
used in data multiplication and distribution [39].

As multiple biochemical processes take place at the same 
moment in the living cell, looking at the cell as a powerful 
parallel data processor seems to be a natural consequence of 
successful approaches to store information in DNA, leading 
to emergence of a new biomolecule-mediated computing 
concept. Theoretically, it could yield anything between 108 
and 1014-fold increase in data processing speed, with 1010-
fold reduction of energy consumption [7]. Though industri-

al-scale general-purpose DNA integrated circuits have not 
yet materialized, they are the subject of research of many 
groups trying to develop multilayer DNA-based program-
mable gate arrays (DPGAs) [40] that would correspond to 
field-programmable gate arrays (FPGA), so common in 
current electronic technology. In the meantime, applica-
tion-specific DNA- or RNA-based computational solutions 
are proposed, e.g. for password generation [41], or securing 
(encrypting) data with DNA steganography [42,43].

In addition to utilizing biology in information process-
ing, engineering and biology work in concert to design and 
produce various synthetic biology applications, from basic 
genetic circuits in vitro and in cells to metabolic engineer-
ing in cells to biosynthesize complex molecules of economic 
value [44]. These applications include bacterial biosensors 
[45], synthetic transcription factors that control beneficial 
transgene expression thus advancing cell and gene thera-
py [46], synthetic receptors, a synthetic biology tool that can 
precisely control the function of therapeutic cells and genet-
ic modules [47].

Development of engineered biological regulatory net-
works is based on the so-called transcriptional genelet cir-
cuits, first simple ones, then merged to create more complex 
networks to provide timely responses to upstream stimu-
li and coordination of downstream signal expression [48]. 
Such genelets have been shown to facilitate design and im-
plementation of bistable circuits, feedforward and feedback 
circuits, pulse generating circuits and potentially be scaled 
up to regulate and functionalize complex biological systems 
[49]. An interesting fact is that depending on the circuit type, 
the circuitry works either at protein or RNA levels. At the 
molecular level, the key components of these systems are 
protein segments, called inteins, that can excise themselves 
from the protein while re-ligating the remaining segments 
(exteins) [50,51].

Arguably the most promising applications of synthetic 
biology is in diagnostics and treatment in medicine. So far, 
synthetic gene circuits have already been found to recog-
nize disease-associated signals and either attenuate them, 
or facilitate desired responses from the immune system. 
That way they can be utilized in improving the potency and 
safety of therapeutic cells and target chronic diseases [52]. 
One of the most striking examples of industrial-scale imple-
mentation of genetic engineering and application of control 
knowledge to optimize the production process inside cells 
is yeast modification to produce human insulin and insulin 
analogues [53].

Apart from clinical applications, biotechnology industry 
should also benefit significantly from synthetic biology de-
velopments in other areas, starting from unicellular organ-
isms, and then proceeding to multicellular organisms. For 
example, engineering plants to possess novel traits could 
address global problems, from climate change to food se-
curity [54].
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CONCLUSIONS

The idiosyncratic review of similarities between biologi-
cal and engineering systems clearly shows that researchers 
in both fields may benefit from closer cooperation, preceded 
by a careful setup of nomenclature used. Methods devel-
oped in control and information theory may help in under-
standing intricacies of biological systems, from the way use-
ful information is encompassed by seemingly unnecessary 
DNA fragments to different and sometimes contradictory 
experimental results that are not caused by some failure of 
experimental procedures, to uncover of novel regulatory 
mechanisms that have escaped explanations so far. On the 
other hand, biological systems that are robust and sensitive 
at the same time, may inspire technology to create innova-
tive products.

Having said that, one must remember that the world 
viewed by researchers in engineering and in life scienc-
es is characterized by completely different features. Engi-
neers, while acknowledging measurement uncertainties 
and stochastic disturbances that may appear, expect rather 
deterministic system behavior and high repeatability. Bi-
ologists, on the other hand, are accustomed to high noise 
and ambiguity. To facilitate better understanding and coop-
eration between these two groups, they need to learn each 
other language. Additionally, engineering experience is not 
enough and must be accompanied with sound biological 
knowledge of a person with a technical-background who 
tries to support biologists, or for successful development of 
new solutions.
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